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False and misleading claims have been a problem in Armenia's information space in the past. However, with the onset of COVID-19 and the Nagorno-Karabakh 44-Day War in 2020, the country is more vulnerable to disinformation than ever before. While the Government of Armenia has acknowledged the threat that disinformation poses to its democratic system and has taken some positive measures to address it, its response has been overall insufficient to address the long-term, complex challenge that disinformation presents. The unimpeded spread of disinformation is particularly concerning for Armenia's fragile process of democratic development as well as its resilience as a state given its ongoing national security issues. This policy brief analyzes international best practices for combating disinformation and offers recommendations to the government on how to combat disinformation more effectively.

The danger that disinformation poses to public life in Armenia has significantly increased since the 2020 Nagorno-Karabakh War, with a fragile peace process and quickly evolving national security threats – all while the country struggles with competing visions for its future.

Disinformation campaigns present a greater risk to fragile democracies like Armenia's, which grapple with complex historical, societal, and economic issues. Additionally, in this period of conflict management, public access to high-quality and accurate information is essential for the resilience of democratic governance. This calls for a principled approach to tackling disinformation, which protects, rather than erodes, freedom of expression, even and especially in fragile democracies facing national security threats. International best practice which has balanced the fight against disinformation with protection of freedom of speech can serve as a model.

International Best Practice

Threats posed by disinformation cannot be solved by governments alone. Increasingly, policy interventions acknowledge and account for the fact that every actor in society, down to the individual level, has a role to play in combating disinformation. The lack of clarity on the problem's various aspects and potential solutions, together with the complex and rapidly evolving nature of disinformation, calls for a more conscious effort to facilitate collaboration across sectors and between various actors.

The European Commission highlights that effective responses to disinformation are most likely to result from multi-stakeholder collaborations. To enhance state and societal resilience against disinformation, it is important to empower all actors in society to combat it. Any comprehensive
disinformation strategy should follow a whole-of-society approach, where the state retains a coordinating role. Critical societal functions are increasingly controlled by private actors – thus these actors must have a clear understanding of what disinformation threats entail, and what role they can play in responding and building resilience to disinformation activities.

The Armenian government’s counter-disinformation strategies have so far lacked a whole-of-society approach and have been fragmentary and corrective, rather than comprehensive and future-proofed. While the 2023 National Strategy Against Disinformation, which has not yet been adopted by the government, offers a framework for greater engagement between government and the private sector as well as through improving public resilience through education and media literacy, it is not as complete as the whole-of-society approach, fails to develop ways of institutionalizing a comprehensive response to disinformation, and neglects disinformation in the digital sphere.

The key principles of a whole-of-society approach are:

1. **Multi-stakeholderism**: Rejecting siloed approaches and working collaboratively, instead of competitively, across governmental departments through interagency coordination, as well as with civil society, the media, academia, and the IT sector. It also means embracing diversity in terms of social backgrounds and disciplinary expertise to anticipate new disinformation trends.

2. **Structural**: Addressing the production of disinformation at its roots, rather than simply offering corrections. To do this, it is necessary to examine the political economy of disinformation, including how its financial flows operate, and the digital platforms through which it spreads.

3. **Local**: Recognizing how targeted disinformation can inflict particular harm to vulnerable groups, such as ethnic minorities, women, LGBTQ+ individuals, and human rights defenders. It requires empowering those on the front lines of fighting disinformation, such as journalists, to protect themselves. This requires explicit co-ownership of information security by a variety of players across government, civil society, and the private sector.

**A Legal and Regulatory Framework**

Effective legislation can create an environment more conducive to countering disinformation. In particular, the right regulatory framework can ensure: 1) the alignment of new policies with the whole-of-society approach; 2) the establishment of the mission and operation, as well as the rights and obligations, of a new public authority tasked with identifying and countering disinformation; 3) the institutionalization of the various concepts related to disinformation; 4) establish effective policies for countering disinformation in the digital sphere and in particular on social media. These should include the development of robust content policies and the outlining of clear guidelines for identifying and removing false or misleading information from platforms. To ensure its effectiveness, such legislation should incorporate input from media associations, the tech sector, civil society, and international organizations. This collaboration from different sectors is especially important given that the government is currently working on significant media reforms which include the consideration of additional self-regulatory frameworks and sanctions on outlets that spread mis- or disinformation.

**A New Public Authority**

When devising a strategy to combat disinformation, the question that always arises is who is responsible for fighting it. According to the Organization for Economic Cooperation and Development (OECD), 64 percent of surveyed governments indicated that they had specific structures, teams, or individuals responsible for countering disinformation. This represents a trend towards the creation of new bodies, agencies, or teams with authority to combat disinformation.

These bodies are responsible for different aspects of combating disinformation, from identifying disinformation and assessing threat levels to advising on responses. A degree of centralization of such an authority can help build expertise and capacity while simultaneously putting it to the service of other parts of government, but its duty should be to collaborate across ministries and departments, and with non-governmental actors. Armenia does not yet have such a body, but it does have the Public Relations and Information Center, which is a natural candidate for assuming responsibility for countering disinformation activities as it already formulates government communication, analyzes information security, and develops legislation around the mass media. Its activities, however, do not include tackling disinformation.

An example of an entity that does tackle disinformation is the United Kingdom's Rapid Response Unit (RRU), a centralized agency in the Cabinet Office that monitors media and online content for the whole of government and uses software to track online narratives in online discourse in real time. If the Rapid Response Unit (RRU) identifies disinformation that is gaining traction, it will bring it to the attention of the relevant governmental department, which can then take action if deemed necessary. Similarly, the Swedish Psychological Defence Agency, which was established to identify, analyze and respond to disinformation directed at Sweden or Swedish interests, helps coordinate the activities of various agencies and other actors.

Ensuring that rights are not violated can be integrated into the body’s structure and operations. France’s Viginium, a department within the Secretariat-General for National Defence and Security, exemplifies a separation of powers model. The department’s purpose is to identify foreign interventions and bots spreading politically destabilizing content. However, to ensure freedom of speech, it separates the responsibility for identifying disinformation sources and attacks from the execution of a response. For example, during the 2022 French
elections, the unit identified five foreign interference attempts and referred them to other parts of government to decide whether and how to act.

**Conceptual Clarity**

To strengthen the policy and regulatory framework, the government must also introduce clear legal definitions of disinformation and its related terms into the national legal framework. These definitions should derive from those recognized and observed at the international level.

Defence Research and Development Canada cites scholars’ and practitioners’ emphasis on the importance of agreeing on a taxonomy of disinformation-related terms to help inform and shape policy and strategy. How to cultivate a suitable response to an information threat would depend on whether the threat is mal-, mis-, or disinformation, foreign interference, or a hybrid threat. In Armenia, no official document provides distinct definitions for the term “disinformation” or its related phenomena, and official government communication often conflates the term with “misinformation” or even calls it “fake news” in various communications.

Formalizing and adopting official definitions and using terms consistently across official materials can help states move from fragmentary methods to more systematic, institutionalized approaches. The OECD has drawn on the following definitions of three of the main issues commonly conflated with disinformation:

- **Misinformation**: when false information is shared, no harm is intended. This typically consists of rumor or misleading content shared unknowingly by individuals.

- **Disinformation**: when false information is knowingly shared to cause harm. Disinformation can often be traced back to actors with malicious motives and can be part of concerted large-scale campaigns.

- **Malinformation**: when genuine information is shared to cause harm, often by moving what was designed to stay private into the public sphere.

Defining the problems and scope of interventions provides clear guidance on objectives, roles, and responsibilities. This can help build and consolidate responses to information disorder. Given the cross-cutting and multi-disciplinary nature of the challenge, it can be helpful to have formal guiding documents that cover all aspects of the response, such as platform governance, communication, and media and information literacy.

**Social Media**

Social media has been found to amplify emotional and polarizing content, including disinformation. There are important regulatory considerations related to strengthening transparency around social media company operations and the data they hold. In Armenia, social media is one of the primary sources of disinformation. Although the country has made some steps towards addressing cyber- and digital security issues, they are insufficient and partial strategies for digital and information security.

While social media platforms often say they will abide by local laws, they do not always comply with country requests for geo-blocking or content removal. Still, governments have tools which they can use to exert pressure on platforms to restrict certain content in their jurisdiction, and which have been shown to demonstrate their leverage over platform companies. However, this authority carries with it the danger of infringement of free speech.

Empirical research identifies several practical responses to disinformation that have been successful without infringing on free expression or other fundamental rights. In terms of legal responses, it is important that the same standards of rights protections and enforcement of restrictions apply to online content as well as offline. Protecting free speech while countering disinformation requires that any legal restrictions on speech are clearly and specifically prescribed by law and only introduced to protect other fundamental values and are proportional to the threat at hand. These three conditions are outlined in the European Convention on Human Rights. Examples of practical responses include France’s adoption of a law in 2018 that made algorithms more transparent, making audiences more aware of online information. Additionally, Spain introduced a regulation in 2020 allowing government bodies to monitor the information space, issue warnings, and launch counter-disinformation campaigns.

**Effective Communication Strategy**

Providing timely and accurate information is a fundamental function of government. It plays a crucial role in helping governments respond to disinformation. By institutionalizing robust responses, governments can contribute to a healthy information environment. Good public communication can preempt disinformation, fill informational vacuums, and strengthen institutional trust. However, it must be perceived as a two-way engagement with citizens. The Armenian government has thus far failed to implement an effective strategy for countering disinformation, contributing to the vulnerability of Armenia’s information space, creating informational vacuums, and exacerbating societal divisions.

To combat disinformation, governments, traditional media, fact-checkers, technology companies, civil society, and citizens must all collaborate to promote trustworthy content and strengthen the information environment. The OECD has developed Good Practice Principles for Public Communication Responses to Mis- and Disinformation to guide cross-sector efforts. Based on effective practices from various countries, these principles focus on strengthening the flow of information and engagement between the government and civil society partners.
Overview of the Good Practice Principles:

<table>
<thead>
<tr>
<th>1. Institutionalization</th>
<th>2. Public interest driven</th>
<th>3. Future-proofing &amp; professionalization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Governments should consolidate interventions into coherent approaches guided by official policies, standards, and guidelines. Public communication offices will benefit from adequate resources, a well-coordinated approach at all levels, and professional staff.</td>
<td>Public communication should be independent from politics when countering mis- and disinformation. It should be distinct from partisan and electoral communication, and include measures for clear authorship, impartiality, accountability, and objectivity.</td>
<td>Public institutions should invest in innovative research and strategic foresight to prepare for threats in technology and information ecosystems. Interventions should be open and adaptable, and efforts to professionalize capacity to respond to evolving challenges should be matched.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Governments should communicate transparently, disclosing information and decisions, within legal limits. Transparency reduces rumors, allows public scrutiny, and promotes honesty and clarity in decision-making.</td>
<td>Public institutions must quickly identify and respond to emerging narratives and false information, given the speed at which it can spread. Communicators can prepare by creating mechanisms for quick intervention with accurate and compelling content.</td>
<td>Governments should prevent the spread of mis- and disinformation by identifying and monitoring problematic content and its sources, proactively filling information gaps, anticipating disinformation tactics and taking appropriate action such as “pre-bunking.”</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Government interventions should be informed by reliable data, testing, and audience insights. Research and analysis should continuously feed into improved practices. Governments should recognize emerging narratives, behaviors, and characteristics to understand the context in which they are communicating and responding.</td>
<td>Interventions should be diverse and inclusive to cover all groups in society. Official information should be relevant and easily understood, with messages tailored for diverse audiences. Communication should reach disengaged, underrepresented, or marginalized groups. Adequate resources and dedicated efforts can facilitate two-way dialogue to counteract disinformation.</td>
<td>Governments should work with stakeholders such as the media, private sector, civil society, academics, and individuals to counter disinformation. This includes promoting public resilience and creating an environment that encourages constructive engagement with information. Public institutions should coordinate and build trust with non-governmental partners across the country.</td>
</tr>
</tbody>
</table>

**Measures Taken to Counter Disinformation in Armenia**

Armenian civil society has been part of anti-disinformation efforts through initiatives that strengthen independent media, achieve transparency in media ownership and financing, promote self-regulation mechanisms for the media, establish fact-checking programs, and provide media literacy education. These measures have been critical for enhancing media literacy and increasing the transparency, accountability, and trustworthiness of the media. However, civil society, particularly rights defenders, can improve their efficacy by viewing communication of information as a tool for a long-term and cohesive strategy for retaking control over broader narratives and reshaping the public's understanding of human rights.

The Armenian government has begun paying more attention to the threat of disinformation and taking some measures to counter it, even as its approach has been fragmented, unskilful, and lacking in strategic or comprehensive thinking. The country’s current National Strategy, adopted in 2020, identified cyberattacks by foreign states, individuals, and other organizations as threats to information security. It also acknowledged that various disinformation tools are becoming more frequent and are targeting democratic values. The strategy pledged to develop national information and cyber capabilities, but so far, there has been little progress.

The Armenian National Assembly has made some progress in legislating to fight disinformation. In 2020, it mandated ethics codes and self-regulation mechanisms for broadcasting outlets participating in licensing competitions, although the extent of enforcement is still unclear. Additionally, in 2020, the National Assembly passed the Law on Audiovisual Media, which requires greater reporting and financial transparency from broadcast outlets. Despite this effort to improve transparency...
in TV ownership in the country, available information on who controls various media remains opaque, and broadcast outlets’ connections to political parties are often revealed through investigative reporting.

Some Armenian lawmakers’ attempts to legislate against disinformation, particularly those that made changes to the criminal code, have been criticized by media groups for their potential to be indiscriminately used against legitimate free speech.22 One proposed bill would prohibit journalists from using unidentifiable online sources, severely limiting their ability to use information from social media. The bill was only changed after pressure from the media community. Other bills appeared to be aimed at controlling the portrayal of public officials in the news rather than fighting disinformation.23 Additionally, proposed legislation overall has not addressed the rapidly evolving threat of disinformation and has not taken a more comprehensive approach.

Disinformation in Armenia has, to a large extent, targeted vulnerable groups, including the LGBTQ+ community, women’s rights activists, and human rights defenders. However, the government has made very little effort to include representatives from these communities in policy development around disinformation. Information security is a crucial part of national defense and should be co-owned by a variety of players.24 The lack of participation from vulnerable groups in policymaking to counter disinformation highlights the government’s disregard for a whole-of-society approach and its inability to build nationwide resilience against disinformation in the country. This failure to acknowledge the unique impacts of disinformation on various vulnerable communities also exacerbates the problem. Including these groups in policymaking is essential to achieving more effective and accountable policies.

The Freedom of Information Center of Armenia has developed a National Strategy Against Disinformation to ensure the government can prevent, detect, and analyze disinformation. This is the most comprehensive framework for combating disinformation developed in partnership with the government. The strategy outlines several thematic focuses for recommendations, including strengthening Armenian institutions’ capacity to respond to disinformation, improving cooperation with the private sector, and building on media literacy. While the recommendations are a good step forward, some problems remain with the framework. In particular, it lacks both a compelling rationale and a comprehensive plan to institutionalize and systematize a counter disinformation strategy. The strategy further neglects the unique threat of disinformation to digital media and fails to address the distinct threats of misinformation and malinformation.

Recommendations

Whole-of-Society Approach

Countering disinformation in Armenia is not solely the responsibility of the government. A whole-of-society approach, coordinated by the government and reflecting the critical role of civil society, journalists, and the private sector, is necessary. Given the reality of underfunded and piecemeal approaches to countering disinformation in Armenia, the government must share functionality with non-governmental actors. A comprehensive understanding of available tools across the spectrum of actors and functions is key to a coordinated impact, as is identifying mutually beneficial roles. For this, the government should:

• Continue to undertake counter-disinformation activities through existing frameworks, including the adoption of the recommendations made by the 2023 National Strategy Against Disinformation, but to include clear definitions, and a plan for whole-of-society engagement.

• To work with civil society, media, and the private sector collaboratively to establish public-private partnerships to share information, resources, and strategies for combatting disinformation.

• Identify roles and functions that are available for a whole-of-society approach.

• Strengthen and expand efforts to support independent online media. This can be done through financial assistance and innovative financing models, technical support, and professional development programs. These efforts should support existing initiatives by civil society to improve media literacy.

• Develop legislation to protect the free flow of information, make officials accessible to journalists, and provide timely responses to freedom of information requests.

Legal and Regulatory Framework

Following international best practice, Armenia must establish a dedicated national authority for identifying and countering disinformation. The body would be responsible for building whole-of-government responses to disinformation across government and with civil society. It could achieve this by:

• Ensuring clear delimitations of the future public authority in preventing and combatting disinformation.

• Working with Armenia’s National Security Service to assess risks and consequences of foreign interference.

• Coordinating outreach and advising at-risk sectors and systems against foreign interference.

• Protecting free speech and rights by separating decision-making with regards to identifying disinformation from that which prescribes a response, in particular when it comes to sanctioning or other punitive measures.
• Ensuring its independence by creating it by law, mandating fixed, long-term positions for members and a high, fixed salary; a budget sufficient for the body’s responsibilities established by law; and spending and accounting for funds directly to the National Assembly.

• Ensuring participation of vulnerable groups, including journalists, rights defenders, women, and the LGBTQ community in decision-making.

• In case of limited resources, it is possible to initially focus on cooperation with civil society and exchange of information across government.

Additionally, the government should introduce and formalize clear legal definitions of misinformation, disinformation, and malinformation, as well as hybrid threats and influence campaigns into the national legal framework. The definitions of the terms should derive from those recognized and observed at the international level and should be reflected in all official materials and communications.

In terms of social media, the government should:

• Clearly enshrine in law the cooperation between national authorities and accountability of big tech companies in Armenia.

• Support independent fact-checking initiatives that work to verify the accuracy of information circulating on social media and provide clear and reliable debunking of false claims; it should also make efforts to provide timely responses to fact-checking organizations’ queries in confirming or denying claims.

• Scale up cooperation with other countries to share best practices, exchange information, and coordinate efforts to combat transnational, digital disinformation campaigns.

**Efficient Communication Strategy**

It is critical that the Armenian government, together with civil society, devise a coherent, comprehensive, and proactive communication strategy to improve the health of the information space. This will also make substantial strides in promoting governmental transparency, building trust in state institutions, and ultimately – increasing Armenia’s democratic resilience. The strategy should embody the OECD’s Good Practice Principles:

• Institutionalization
• Public interest driven
• Future-proofing and professionalization
• Transparency
• Timeliness
• Prevention
• Evidence-based
• Inclusiveness
• Whole-of-society collaboration

---
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